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Certification of Safety-critical systems where failure can result in catastrophic 
consequences.

https://deel.quebec/en/



Why do we care about Bias and Toxicity in Large Language Models?
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LLMs can affect decision-making when applied to downstream tasks. So we need to think about the broader 
social context

Large Language models (LLMs) are data-hungry and are good at capturing statistical patterns.

Downstream users may include minors or more vulnerable groups. 

LLM can produce unintended outputs (Hallucinate) for a given task.



HUMANS LEARN FROM NATURE AND NURTURE IN A DIVERSE AND COMPLEX MANNER

The human brain might take cognitive shortcuts to facilitate decision-making. These shortcuts can 
lead to implicit or unconscious bias. The human brain can process 11 million bits/sec. But our conscious 
minds can handle only 40 to 50 bits of information a second

COGNITIVE SHORTCUTS: 
These are mental strategies or heuristics, which we use to simplify decision-making processes. 
Shortcuts are often unconscious and used to process information quickly without conscious effort.
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BIASES
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The generation of rude, disrespectful, or harmful text that would make someone want to leave an online community. 

Neural toxic degeneration is a causal phenomenon in LLMs: When a language model starts generating toxic or harmful 
language. This can happen when the language model is trained on a large dataset that contains a lot of toxic or harmful 
language.

Toxicity

6

Misinformation: false or misleading information, regardless of intention  

Disinformation: false or misleading information to intentionally deceive a target population



BIASES

Our inherent human nature is diverse and complex, creating biases in our world-view

BIASES AND TOXICITY IN AI

Machine Learning bias, also known as algorithm bias or Artificial Intelligence bias, refers to the 
tendency of algorithms to reflect human biases. 

Bias in AI refers to AI systems exhibiting prejudices or discrimination against certain groups of people 
based on race, gender, religion, socioeconomic status, etc. 7



Biases can cause Algorithms to make unfair decisions with sever socio-political consequences

 Taken from https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing


THE COMPAS ALGORITHM USED IN THE U.S.
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DOJ uses COMPASS to determine how likely a given defendant is 
to commit another crime.

Feature 8. introduced more bias than 7. to discriminate against a 
Black male

https://www.nytimes.com/2017/10/26/opinion/algorithm-compas-sentencing-bias.html


Algorithmic Bias in AI can negatively affect our daily lives
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Attributes associated with social bias

Certain individual attributes are tied to social bias (often referred to as ‘protected attributes’): 

Fairness-through-unawareness is the default fairness measure, which refers to leaving out the model-protected social

attributes, and other sensitive characteristics.


Ignoring meaningful group differences does not eliminate bias but can perpetuate it.

• race;

• religion;

• national origin;

• gender;

• marital status;

• age;

• socioeconomic status.


Fairness starts with the training set

11



DEPLOYING A BIASED MODEL CAN AMPLIFY TOXICITY 
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Deploying a biased Model can amplify toxicity 
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Detoxification methods could be applied to either 
the dataset, the model, or a hybrid approach.

1. Curated Datasets 

2. Accuracy across 
subgroups 



What types of models?
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AI

ML

DL

G-AI

LLMs

FM

NLP

Computer
       Vision

Expert
 system

Where do LLMs fit in the AI discipline?  AI ⊂ AGI
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y = f(x)
Output label

Model

Input data

f := Discriminative | Generative

Discriminative if y = Probability, Number, or Class

Generative: if y = text, image, audio, video, code, etc.

AGI includes AI, Cognitive systems,  Swarm intelligence, etc.



Generative models can generate new data instances within similar 
distribution, while discriminative models discriminate between different 

cases. 
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Descriminative techniques

Generative techniques

Classifier

Generator

P(y |X) =
P(X |y)P(y)

P(X)
Dog

P(x, y) = P(x |y)P(y)
Cat



Generative models use different types of ML algorithms
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GAI uses supervised, semi-supervised, unsupervised, and reinforcement learning. Selecting the right type 
of algorithm depends on the problem at hand and the available data.



GENERATIVE PRE-TRAINED TRANSFORMER (GPT) MODELS: ATTENTION IS ALL YOU NEED
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The self-attention mechanism is the central piece of a transformer that learns contextual relations between words and 
can take an input text and pay attention to its most crucial part using a concept of search (query ⇒ key: value) that 
computes an attention mask that measures the similarity between each key and the question, then returns the value of 
the most similar key.

Pre-trained: 
- Large amounts of unstructured data  
- Billions of parameters 
- Billions of $, GPUs, and Engineers 
- Unsupervised and reinforcement learning 

Fine-tune: 
- A small amount of specialized data 
- Low resources to train 
- Experts not needed 



The Application Layer of a Generative Model Landscape 
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Biases and Unfairness in LLMs
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LLMs often have toxic biases due to the harmful content they are trained 
on. <= 2021 data trained on, what beyond? 

The size of the training data sets amplifies these biases as the model 
grows larger. Researchers are still trying to understand why this happens 
entirely. 

LLMs are infamous for spewing toxic biases, thanks to the reams of awful 
human-produced content they get trained on. 


Crucially, as with much deep-learning work, the researchers don’t know 
precisely why the models can do this, although they have some hunches.




Prompting could be used to address biases and toxicity using LLMs
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Parameter-efficient tuning methods (PETM) is the most efficient methods of tuning LLMs

PETM is applied to custom data without duplicating the base model. Only a small number of 
add-on layers are tuned, which can be swapped in and out at inference time.


No expert skill is needed besides prompt design to deploy LLMs, unlike ML models.



Prompts in LLMs give power to the end-0user to fine-tune models for a particular use-case 

Zero-shot learning (ZSL) is a problem in LLMs where, at test time, a learner observes samples from classes that 
were not observed during training.
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LLMs don’t have long-term memory!

https://en.wikipedia.org/wiki/Machine_learning#Training_models


Ways to mitigating unconscious biases in LLMs
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Counterfactual Data Augmentation (CDA)

Counterfactual Data Substitution (CDS)

Vs.



A tiny example of a Q & A prompting 
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After a few rounds of training, 
performance improved



NAME SECTION
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An unbiased and Fairness ML system is essential to measure its trustworthiness. 
Thus, I claim that a trustworthy ML system is a healthy and fair system

Huang, Xiaowei, et al. "A survey of safety and trustworthiness of deep neural networks:  
Verification, testing, adversarial attack and defence, and interpretability."  
Computer Science Review 37 (2020): 100270.



Question?
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